
Object detection typically requires large 
amounts of annotated data, which is scarce 
in remote sensing. Open Vocabulary 
Detection (OVD), which aims to detect 
objects beyond the set of training classes, 
has recently gained popularity due to the 
emergence of Vision-Language Models 
(VLMs). In this work, we explore how to apply 
OVD for few-shot detection in remote 
sensing.
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DINOv2 features significantly 
outperform VLM features on 
uncommon objects, including those 
specific to remote sensing:
➔ Satellite datasets are overfitted 

to a small set of general objects. 
VLMs tailored for remote sensing 
are familiar with common objects 
but perform poorly on rare ones.

➔ Visual features do not need to 
identify the object specifically. 
Similar-looking objects are 
represented similarly in the 
feature space.

Visual vs. vision-language features

Quantitative Results
➔ We show that visual features significantly 

outperform vision-language 
representations.

➔ By optimizing only class-reference 
prototypes, we discriminate unseen objects 
with minimal data, enabling generalization 
with very few training parameters.

➔ We detect any object in satellite data with 
only a handful of examples: our approach 
outperforms popular methods on unseen 
and fine-grained classes, e.g. YOLOv5 on the 
SIMD dataset

Contributions

Using robust representations, we build a set of class-reference and background prototypes to 
discriminate objects of interest with a handful of examples.

➔ Initialize object prototypes: For each class,  pre-trained representations within an object’s 
bounding box are extracted and averaged, yielding a single embedding vector per class.

➔ Initialization of K background prototypes:
Representations from random image crops (that do not intersect any annotation) are clustered 
using K-means. The resulting K centroids are used as embeddings for representing the 
background.

➔ Fine-tune prototypes: Prototypes are fine-tuned to improve object discrimination. 
This is achieved by learning a new set of prototypes through optimizing the cross-entropy loss 
over the available annotated bounding boxes, thus better classifying objects to their respective 
classes. Since only class-reference embeddings are optimised, the limited amount of training 
examples does not lead to overfitting.

We re-purpose a traditional two-stage object detector for few-shot object detection:
➔ Region Proposal Network (RPN): The RPN is pre-trained on an available remote sensing dataset (e.g. 

DOTA) to generate class-agnostic bounding box proposals for potential objects.
➔ The classification step is replaced by a prototype optimization approach that learns a 

class-reference embedding with only a few examples per class.
➔ Region proposals are classified via cosine similarity between the generated prototypes and the 

image representations within the proposed bounding box.

Building class-reference prototypes

Methodology 
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