
To address the inconsistencies between temporal information and 
annotations in MMFlood, we propose to re-frame the flood detection 
problem from a temporal anomaly detection point of view. 

Inspired by the video change detection algorithm ViBe[4], we develop a 
simple yet reasonable unsupervised method as a baseline for the 
temporal MMFlood dataset, which consists in the following steps:

➔ Water segmentation: maps are first computed via denoising, 
thresholding and filtering by connected components:

Then, a background model is build to model the past water observations 
and detect flooded areas at all locations in the scene.

➔ Background model: each pixel in the scene is modeled by a collection of 
K previously observed water/ground events

B(x) = {v1, v2, . . . , vK }

B(x) is initialised by assigning the temporal median across a set of initial 
frames to all samples at each location.

➔ Flood detection: A new observed pixel is considered a flooded pixel only if 
(1) the water segmentation process has classified it as a water event, 
and 
(2) less than kmin water events can be found in the background model 
at that location.
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Portraying the Need for Temporal Data in Flood 
Detection via Sentinel-1

➔ We illustrate the two main limitations in flood detection: (1) minimal 
region variability and (2) distinguishing flooded areas from water 
bodies from a single image.

➔ We extend the MMFlood dataset to multidate by providing one year of 
Sentinel-1 observations around each flood event.

➔ We re-frame the flood detection task as a temporal anomaly 
detection problem and provide a simple unsupervised method as a 
baseline for the temporal MMFlood dataset.

Contributions

Extending the MMFlood dataset 

Flooding became the most affecting natural disaster on global 
populations in 2020 [1], and the magnitude of flood-related losses is 
expected to continue to increase [2]in the future. Several flood detection 
methods have been proposed to provide a rapid response to such 
events. However, there are key main limitations in current approaches.
In this work, we address these limitations and illustrate the importance of 
temporal information to solve the flood detection problem.
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Unsupervised baseline

Sample from the MMFlood [3] dataset. The left image was acquired on 2019/05/10 
(not part of MMFlood), the middle image is from 2019/05/16 during the flood event, 
and the MMFlood label on the right shows only a partial annotation of the flooded 
areas. Note that from only the middle image it is not possible to infer which are the 
permanent water bodies, a multi-date input is essential for flood mapping.

The MMFlood [3] dataset is well distributed, containing a large set of flood 
events. Hence, we extend it by adding the Sentinel-1 images one year 
before the event and one month after. To our surprise, we notice that the 
definition of flooded pixels in MMFlood is inconsistent when observing 
the entire image sequence:

Qualitative results

Results of the proposed unsupervised method for two MMFlood scenes. Two 
observations prior to the event and two afterwards are shown. The top rows 
correspond to the input SAR images and the output segmentation maps are shown 
on the bottom.
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